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A neural network that finds a naturalistic solution for the production of muscle activity
David Sussillo ${ }^{1}$, Mark M Churchland ${ }^{2}$, Matthew T Kaufman ${ }^{1,4}$ \& Krishna V Shenoy ${ }^{1,3}$
It remains an open question how neural responses in motor cortex relate to movement. We explored the hypothesis that motor cortex reflects dynamics appropriate for generating temporally patterned outgoing commands. To formalize this hypothesis, wi trained recurrent neural networks to reproduce the muscle activity of reaching monkeys. Models had to infer dynamics that co transform simple inputs into temporally and spatially complex patterns of muscle activity. Analysis of trained models revealed that the natural dynamical solution was a low-dimensional oscillator that generated the necessary multiphasic commands.
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short-term memory decision-making V1 M1 correlations
deep learning data analysis / system identification
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## Linear systems in neuroscience

## Latent variable modeling is all about constraints

Observation Model (data type, function class, nolse model)

[Scott Linderman, this morning]

## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{p o p u l a t i o n ~ f i r i n g ~ r a t e ~ v e c t o r , ~ o r ~ l a t e n t ~ v a r i a b l e s ~}
$$

- (dynamics analytically solvable)


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\underset{\downarrow}{\mathbf{W} \mathbf{x}}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\underset{\downarrow}{\mathbf{W} \mathbf{x}}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{~} \mathbf{~} \mathbf{x}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]



## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{~} \mathbf{x}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{x}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{x}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{x}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{~ p o p u l a t i o n ~ f i r i n g ~ r a t e ~ v e c t o r , ~ o r ~ l a t e n t ~ v a r i a b l e s ~}
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{~ p o p u l a t i o n ~ f i r i n g ~ r a t e ~ v e c t o r , ~ o r ~ l a t e n t ~ v a r i a b l e s ~}
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{~ p o p u l a t i o n ~ f i r i n g ~ r a t e ~ v e c t o r , ~ o r ~ l a t e n t ~ v a r i a b l e s ~}
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{~ p o p u l a t i o n ~ f i r i n g ~ r a t e ~ v e c t o r , ~ o r ~ l a t e n t ~ v a r i a b l e s ~}
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]


[Hennequin et al., Neuron (2014)]


## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{x}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]



## Analysis of linear dynamics

$$
\mathbf{T} \frac{d \mathbf{x}}{d t}=-\mathbf{x}+\mathbf{W} \mathbf{x}+\text { external input }
$$

- (dynamics analytically solvable)
- eigendecomposition - probably only useful for "normal" architectures [Carandini \& Ringach '97; Dayan \& Abbott '01; Ganguli et al. '08]
- Schur decomposition - useful description of "nonnormal" architectures, but non-unique [Murphy \& Miller, '09, Goldman '09, Hennequin et al. '12]



## Controllability \& Observability
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controllability \& observability are core concepts in control-theory that afford useful re-interpretations for the analysis of circuits
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using these input channels, can I steer $\mathbf{x}$ from $\mathbf{0}$ to any $\mathbf{v}$ ?
controllability Gramian $\mathbf{P} \succeq 0$

$$
\mathbf{A P}+\mathbf{P A}^{T}+\mathrm{BB}^{T}=0
$$

answer is yes,
provided $\mathbf{P}$ is non-singular
more generally, $\mathbf{v}^{T} \mathbf{P}^{-1} \mathbf{v}$ is
how much input energy is required

if $\mathbf{u}(t)=$ white noise

$$
\mathbf{P}=\left\langle\mathbf{x}(t) \mathbf{x}(t)^{T}\right\rangle_{t}
$$

cf. "intrinsic manifold" [Sadtler et al., Nature (2010)]
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alternative, useful interpretation:
$\mathbf{x}_{0}^{T} \mathbf{Q} \mathbf{x}_{0}$ is the output energy
evoked by initial condition $\mathbf{x}_{0}$

if I observe $\mathbf{u}(t)$ and $\mathbf{y}(t)$, can I reconstruct the initial state $\mathbf{x}(0)$ ?

$$
\text { observability Gramian } \mathbf{Q} \succeq 0
$$

$$
\mathbf{A}^{T} \mathbf{Q}+\mathbf{Q} \mathbf{A}+\mathbf{C}^{T} \mathbf{C}=0
$$

answer is yes, provided $\mathbf{Q}$ is non-singular
"dynamical nullspace" [Duncker et al., Cosyne '17]

## Model reduction


classic methods try to capture the top subspace of both $\mathbf{P}$ and $\mathbf{Q}$
fun fact: for our ISN model of M1, we recover rotational dynamics (also revealed by jPCA)
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## System identification
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Calvin Kao
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simplified scenario $(N=5)$ :
$\mathbf{x}_{t+1}=\mathbf{A} \mathbf{x}_{t}+$ noise
$\mathbf{y}_{t}=\mathbf{x}_{t}+$ noise
maximum likelihood parameter estimation (new method, regularised, stable)

$\hat{\mathbf{A}}=\operatorname{argmax}_{\mathrm{A}} \log p\left(\mathbf{y}_{0: T} \mid \mathbf{A}\right)$

Q recovered less accurately than $\mathbf{P}$
learned model not very predictive of the effect of stimulation

## Outlook

control-theoretic perspectives on RNNs offers new ways of understanding them (here, we've barely scratched the surface)
use of optogenetic access to constrain I/O models of neural circuits
motor control, BCls , reinforcement learning, behavioural modelling, ...

